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Abstract

We show that in the context of the Iyer et al. (IMW) 67-variable cardiac myocyte model, it is possible to replace the detailed 13-state probabilistic model of the sodium channel dynamics with a much simpler Hodgkin-Huxley (HH)-like two-state model, while only incurring a bounded approximation error. We then extend our technique to the 10-state model of the fast recovering calcium-independent potassium channel. The basis of our results is the construction of an approximate bisimulation between the HH-type abstraction and the corresponding detailed ion channel model, both of which are input-controlled (voltage in this case) CTMCs.

The construction of the appropriate approximate bisimulation, as well as the overall result regarding the behavior of this modified IMW model, involves: (1) Identification of the voltage-dependent parameters of the m
and h gates in the HH-type models via a two-step fitting process, carried out over more than 20,000 representative observational traces of the detailed sodium and potassium ion channel models. (2) Proving that the distance between observations of the detailed models and their respective abstraction is bounded. (3) Exploring the sensitivity of the overall IMW model to the HH-type approximations. Our extensive simulation results experimentally validate our findings, for varying IMW-type input stimuli.
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1. **Introduction**

The emergence of high throughput data acquisition techniques has changed cell biology from a purely wet lab-based science to also an engineering and information science. The identification of a mathematical model from cellular experimental data, and the use of this model to predict and control the cell’s behavior, are nowadays indispensable tools in cell biology’s arsenal [22, 4].

Improved data acquisition has led to the creation of increasingly sophisticated partial Differential Equation Models (DEM) for cardiac cells (myocytes). Their main purpose is to elucidate the biological laws governing the electric behavior of cardiac myocytes, i.e., their underlying ionic processes [5].

Inspired by the squid-neuron DEM [13] developed by Hodgkin-Huxley (HH), Luo and Rudy devised one of the first myocyte DEMs, for guinea pig ventricular cells [19]. Adapting this model to human myocytes led to the ten Tusscher-Noble²-Panfilov DEM [24], which has 17 state variables and 44 parameters. Based on updated experimental data, Iyer, Mazhari and Winslow (IMW) subsequently developed a DEM comprising of 67 state variables and 94 parameters [15]. This DEM reflects a highly detailed physiological view the electrochemical behavior of human myocytes.

From 17 to 67 variables, all such DEMs capture myocytic behavior at a particular level of abstraction, and hence all of them play an important role in the modeling hierarchy. It is essential, however, to maintain focus on the purpose of a particular DEM; that is, of the particular cellular and ionic processes whose behavior the DEM is intended to capture. Disregarding this purpose may lead to the use of unnecessarily complex DEMs, which may render not only analysis, but also simulation, intractable.
If the only entity of interest is the myocyte’s transmembrane voltage, co-authors Cherry and Fenton have experimentally shown that a Minimal Model (MM) consisting of only 4 variables and 27 parameters can accurately capture voltage propagation properties in 1D, 2D, and 3D networks of myocytes [3]. The MM has allowed us to obtain dramatic simulation speedups [1], and to use its linear hybridization as the basis for formal symbolic analysis [12].

Since new technological advances are expected to lead to further insights into myocytic behavior, it is likely that the IMW model will be further refined by adding new variables. As in model checking and controller synthesis, one would therefore like to compute the smallest approximation that is observationally equivalent to the state-of-the-art DEM with respect to the property of interest, modulo some bounded approximation error. This, however, is not easily accomplished, as it implies the automatic approximation of very large nonlinear DEMs.

A first step toward the desired automation is to identify a set of approximation techniques that allow one to systematically remove unobservable variables from say, a detailed model such as IMW to end up with the MM, if the only observable variable is the voltage. This is one of the goals of the project computational modeling and analysis of complex systems [23]. A byproduct of this work is to establish a long-missing formal relation among the existing myocyte DEMs, facilitating the transfer of properties established at one layer of abstraction to the other layers. Building such towers of abstraction is becoming increasingly prevalent in systems biology [16, 6].

In this paper we focus on model-order reduction and abstraction of ion channel dynamics. The main question posed in this paper is the following: Assuming that the conductance of the ion channel is the only observable, is the behavior of an HH-type channel equivalent to the behavior of the IMW channel, modulo a well-defined approximation error? Specifically, we answer this question for the sodium and the calcium-independent potassium channels. Rather than dealing with behavioral equivalence explicitly, we ask if it is possible to construct an approximate bisimulation [7, 9, 8, 10] between the HH and IMW channel models? This notion of equivalence is stronger than the conventional behavioral equivalence, which compares the observed behaviors (trajectories) of two systems.

The answer to the above-posed question is of broad interest, as it reduces to showing the existence of an approximate bisimulation between two continuous time Markov decision processes; that is, two input-controlled (voltage in this case) Continuous Time Markov Chains (CTMCs). We answer this
question in the positive, by explicitly constructing such a bisimulation. See Fig. 1 for an overview of our approach.

Figure 1: A modular view of the IMW DEM that composes various concurrently evolving components corresponding to the different ionic currents. We replace the 13-state $I_{Na}$ and the 10-state $I_{K_{v4.3}}$ components with corresponding 2-state HH-type abstractions. A two-level fitting process, described in Section 3, is used to identify the abstractions. Approximate bisimilarity of the detailed components and their corresponding abstractions allows us to substitute them for each other within the whole-cell model. The stimulus current affects the overall voltage update and is not an input to the ionic current components. The system outputs the 13 currents in Eq. (1).

The rest of the paper is organized as follows. Section 2 introduces the HH and the IMW DEMs and their sodium and potassium channel components. Section 3 presents our parameter identification technique and the resulting HH-type abstraction for the sodium and potassium channels. Section 4 presents empirical evidence of the equivalence of the detailed models and their abstractions. Section 5 proves the existence of an approximate bisimulation between the detailed ion channel models and their abstractions. Section 6 is dedicated to our conclusions and future directions.

2. Background

Cardiac myocytes belong to the class of excitable cells, which also includes neurons. Such cells respond to an external electrical stimulus in the form of an Action Potential (AP), the characteristic change of the transmembrane
potential in time as the cell responds to the stimulus. A typical ventricular myocyte AP and its associated phases are shown in Fig. 2(Right). Either an external stimulus, or the diffusing charge from the neighboring cells can excite the myocyte, causing an AP to quickly depolarize the membrane from a negative resting potential of \( V_{\text{rest}} \) mV to a maximum of \( V_{\text{max}} \) mV followed by gradual repolarization.

2.1. The IMW Cardiac Cell Model

The IMW DEM, a physiologically detailed model, describes the ionic processes responsible for the generation of an AP in human ventricular myocytes:

\[
-C \frac{dV}{dt} = I_{\text{Na}} + I_{\text{Na}b} + I_{\text{Ca}} + I_{\text{Ca}b} + I_{\text{Kr}} + I_{\text{Ks}} + I_{\text{K1}} + I_{\text{to1}} + I_{\text{p(Ca)}} + I_{\text{NaCa}} + I_{\text{NaK}} + I_{\text{CaK}} + I_{\text{st}}
\]

(1)

where \( V \) is the membrane potential, \( \frac{dV}{dt} \) is its first-order time derivative, \( C \) is the membrane’s capacitance, and \( I_v \) are the ionic currents shown in Fig. 2(Left), except for \( I_{\text{st}} \). This is the stimulus current, which could be either an external stimulus or the diffused charge from neighboring cells.

Ionic currents result from the flow of sodium, potassium and calcium ions, across the myocyte’s membrane. Three types of transport mechanisms are responsible for these flows: channels, pumps, and exchangers. Ion channels are special proteins that penetrate the membrane’s lipid bi-layer, and are selectively permeable to certain ion species. Depending on the conformation of the constituent protein, the channel either allows or inhibits the movement of ions. The protein conformation is voltage dependent, thus the name
voltage-gated channels. All the transmembrane currents in Fig. 2 result from voltage-gated ionic channels, except for $I_{NaK}$, $I_{NaCa}$, and $I_{p(Ca)}$, which are exchanger or pump currents.

We focus on the behavior of the sodium channel, which regulates the flow of $I_{Na}$, a dominant current in the upstroke phase of the AP. The other focus of the paper will be the channel corresponding to the potassium current, $I_{Kv4.3}$. Along with the $I_{Kv1.4}$ current, it constitutes the $I_{tot}$ current, which influences the notch of the AP at the end of early repolarization [11].

2.2. The HH Model for Ion Channels

Hodgkin and Huxley, in their seminal work of [13], model the squid neuron’s sodium channel behavior using two independent processes: activation and inactivation. Starting from the resting potential, if the cell is depolarized to a constant voltage, activation is responsible for the sudden increase in the channel’s conductance. This is followed by inactivation, which gradually brings the conductance down, before reaching a steady state. The resulting ionic current is modeled as

$$I_{Na}(V,t) = g_{Na} m^3(V,t) h(V,t) (V - V_{Na})$$

where $g_{Na}$ is the maximum conductance of the sodium channel, and $V_{Na}$ is sodium’s Nernst potential. The gating variables $m(V)$ and $(1 - h(V))$ measure the extent of activation and inactivation respectively, with $m = 0$ ($h = 1$) representing complete deactivation (recovery from inactivation) and $m = 1$ ($h = 0$) representing complete activation (inactivation).

The dynamics of $m$ and $h$ are given by the DEM $H$ as follows.

**Definition 1.** The DEM $H$ gives the dynamics of $m$ and $h$, both $\in \mathbb{R}_{\geq 0}$:

$$\dot{m} = \alpha_m(V)(1 - m) - \beta_m(V)m, \quad \dot{h} = \alpha_h(V)(1 - h) - \beta_h(V)h$$

The linear system obtained by fixing $V = v$ will be denoted as $H^v$. The conductance of a channel modeled using by $m$ and $h$ is given by:

$$O_H(V,t) = m(V,t)^{\lambda} h(V,t)$$

where $\lambda$ is the degree of activation\textsuperscript{1}, and is 3 in [13]. The rate functions $\alpha_x(V)$ and $\beta_x(V), x \in \{m, h\}$ are continuous in $V$, and for the sodium channel are given by Eqs. (20)-(21) and Eqs. (23)-(24) of [13].

\textsuperscript{1}In this paper, we consider the degree of inactivation to be 1 for reducing the sodium and potassium channels.
In the Voltage Clamp Experiments (VCEs) performed by the authors in [13], the membrane potential was initially maintained at the resting potential \(V_{\text{res}}\). In each of the VCE, the membrane potential was suddenly changed to a clamp potential \(V_c\) and the emanating ionic current and conductance was observed till steady state. The dynamics of the gating variables \(m\) and \(h\), during a VCE is given by:

\[
x(V = V_c, t) = x_\infty - (x_\infty - x_0) \exp(-t/\tau_x), \quad x \in \{m, h\}
\]  

where the parameters \(x_\infty(V_c) = \alpha_x(V_c)/\left(\alpha_x(V_c) + \beta_x(V_c)\right)\), \(\tau_x = 1/(\alpha_x(V_c) + \beta_x(V_c))\) and \(x_0(V_c) = x_\infty(V_{\text{res}}), \quad x \in \{m, h\}\). Eq. (3) was then fit to the observed current to estimate the parameters.

2.3. Voltage-Controlled CTMC Models

The IMW model uses physiologically detailed models to capture the behavior of ion channels. The voltage-dependent conformations of the constituent protein are captured as states of a stochastic model. Continuous functions of voltage are employed for transfer rates between the states.

In the IMW model, the sodium current, \(I_{Na}\), is modeled by an equation similar to Eq. (2). The conductance of the HH-type channel, \(m^3h\), is replaced by \(O_{Na}(V,t) = O_1(V,t) + O_2(V,t)\), the sum of the occupancy probabilities of the two states of the stochastic model shown in Fig. 3 [18, 14] and defined as follows.

**Definition 2.** Consider the 13-state model for sodium-channel dynamics shown in Fig. 3. Let \(p_j\) denote the \(j^{\text{th}}\) state occupancy probability from the vector \(p = [C_0, C_1, C_2, C_3, C_4, O_1, O_2, C_0I, C_1I, C_2I, C_3I, C_4I, I]^T \in \mathbb{R}_{\geq 0}^{13}\). The evolution of \(p\) is described by the model \(M_{Na}\) as:

\[
\dot{p}_j = \sum_{i \neq j} k_{ij}(V)p_i - \sum_{i \neq j} k_{ji}(V)p_j \quad i, j = 1, \ldots, 13
\]

where \(\dot{p}_j\) denotes the time derivative of \(p_j\), \(V\) is the transmembrane potential, and \(k_{ij}(V) \in \mathbb{R}_{\geq 0}\) is the transition rate from the \(i^{\text{th}}\) to the \(j^{\text{th}}\) state as defined in Table 1. This system can be re-written as:

\[
\dot{p} = A^{Na}(V).p, \quad \text{(6)}
\]

where \(A^{Na}(V)\) is a 13 \times 13 matrix with \(A_{ij}^{Na}(V) = k_{ij}(V)\) \(i \neq j\), \(A_{jj}^{Na}(V) = -\sum_{i \neq j} k_{ji}\). The linear system \(M_{Na}'\) is obtained by fixing \(V = v\) in Eq. 6. The conductance (output) of the model is given by \(O_1 + O_2\).
Figure 3: The 13-variable voltage-controlled CTMC, $\mathcal{M}_{Na}$, for the sodium channel component of the IMW model. The conductance of the channel is the sum of occupancy probabilities $O = O_1 + O_2$. The transition rates are defined in Table 1.

$$O(V) = O_1(V) + O_2(V)$$

Table 1: Transfer rates of $\mathcal{M}_{Na}$, which is shown in Fig. 3. Values were instantiated from Table 6 of [15] at temperature $T = 310K$, and $c = 8.513 \times 10^9$.

The potassium current $I_{K_{v4.3}}$ in the IMW DEM is modeled by

$$I_{K_{v4.3}} = \overline{g}_K (O_K(V)) (V - V_K)$$  \hfill (7)

where $\overline{g}_K$ is the maximum conductance of the channel, $V_K$ is the Nernst potential for potassium, $O_K(V) = O(V)$ is the occupancy probability of the open state in the 10-state voltage-controlled CTMC shown in Fig. 4 [11] and defined as follows.

**Definition 3.** Consider the 10-state model for the potassium channel component shown in Fig. 4. Let $q_j$ denote the $j^{th}$ state occupancy probability from the vector $q = [C_0, C_1, C_2, C_3, O, CI_0, CI_1, CI_2, CI_3, OI]^T \in \mathbb{R}_{\geq 0}^{10}$. The evolution of $q$, as described by the model $\mathcal{M}_K$, is given by

$$\dot{q}_j = \sum_{i \neq j} k_{ij}(V)q_i - \sum_{i \neq j} k_{ji}(V)q_j \quad i, j = 1, \ldots, 10$$  \hfill (8)

where $\dot{q}_j$ denotes the time derivative of $q_j$, $V$ is the transmembrane potential, and $k_{ij}(V) \in \mathbb{R}_{\geq 0}$ is the transition rate from the $i^{th}$ to the $j^{th}$ state as defined...
Figure 4: The 10-variable voltage-controlled CTMC, \( \mathcal{M}_K \), for the potassium channel component of the IMW model. The conductance of the channel is the occupancy probability \( O \). The transition rates are defined in Table 2.

This system can be re-written as:

\[
\dot{q} = A^K(V)q,
\]  

where \( A^K(V) \) is a 10 \( \times \) 10 matrix with \( A^K_{ij}(V) = k_{ij}(V) \) \( \neq j \), \( A^K_{jj}(V) = -\sum_{i \neq j} k_{ji} \). The linear system \( \mathcal{M}'_K \) is obtained by fixing \( V = v \) in Eq. 9. The conductance (output) of the model is given by \( O \).

<table>
<thead>
<tr>
<th>rate</th>
<th>function</th>
<th>rate</th>
<th>function</th>
<th>rate</th>
<th>function</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_a(V) )</td>
<td>( 0.5437e^{0.029V} )</td>
<td>( f_1 )</td>
<td>1.8936</td>
<td>( b_1 )</td>
<td>6.7735</td>
</tr>
<tr>
<td>( \beta_a(V) )</td>
<td>( 0.0802e^{0.0468V} )</td>
<td>( f_2 )</td>
<td>14.2246</td>
<td>( b_2 )</td>
<td>15.6213</td>
</tr>
<tr>
<td>( \alpha_i(V) )</td>
<td>( 0.0498e^{0.0004V} )</td>
<td>( f_3 )</td>
<td>158.5744</td>
<td>( b_3 )</td>
<td>28.7533</td>
</tr>
<tr>
<td>( \beta_i(V) )</td>
<td>( 0.0008e^{(5.374\times10^{-8}V)} )</td>
<td>( f_4 )</td>
<td>142.9366</td>
<td>( b_4 )</td>
<td>524.5762</td>
</tr>
</tbody>
</table>

Table 2: Transfer rates of \( \mathcal{M}_K \), shown in Fig. 4. \( c = 8.513 \times 10^9 \). Note that these values are different from the ones given in Table 9 of [15]. Corrections were made to the parameters to match the observed APs of the IMW model.

3. Model-Order Reduction of Ion Channel Dynamics

We construct two HH-type DEMs, \( \mathcal{H}_{Na} \) and \( \mathcal{H}_K \), that can be substituted for the components \( \mathcal{M}_{Na} \) and \( \mathcal{M}_K \) respectively within the IMW cardiac-cell model. We perform the following abstractions in the process:

- The abstractions \( \mathcal{H}_{Na} \) and \( \mathcal{H}_K \) employ three and four activating subunits respectively. A single subunit is used to model inactivation.
We abstract away the conditional dependence between activation and inactivation. This is done by abstracting away the scaling factors: $a$ of $\mathcal{M}_{Na}$ and $f_1 - f_4$, $b_1 - b_4$ of $\mathcal{M}_K$.

After identifying $\mathcal{H}_{Na}$, its conductance, $m^3h$, is substituted for $\mathcal{M}_{Na}$’s conductance, $O_1 + O_2$, in the IMW model’s version of Eq. (2). Similarly $\mathcal{H}_K$’s conductance, $m^4h$, replaces $\mathcal{M}_K$’s conductance, $O_K$ in Eq. (7). Note that this leads to two levels of substitution. First, the conductance of the detailed ionic current components is substituted by the abstract model conductances. Then the modified current component replaces the original term in Eq. (1).

Our approach to obtaining the 2-state HH-type abstractions $\mathcal{H}_{Na}$ and $\mathcal{H}_K$ from the detailed models, $\mathcal{M}_{Na}$ and $\mathcal{M}_K$ respectively, is summarized in Fig. 5, and described as follows.

---

**Figure 5: Abstraction process for ion channel dynamics.** The voltage-controlled CTMC components are simulated at constant voltages (clamp potentials) using the steady state values corresponding to $V = V_{res}$ as the initial conditions. The conductance time courses are then fit as per Eq. (3) to obtain the parameters $\alpha_m, \beta_m, \alpha_h, \beta_h$ at the clamp potentials used for voltage clamp simulations. The four parameter values, along with the initial conditions determine the $\mathcal{H}^v$ abstractions. The parameters are then fit in the RFI step to obtain parameter functions $\alpha_m(V), \beta_m(V), \alpha_h(V), \beta_h(V)$.

---

1. **Voltage clamp simulations**

VCEs, pioneered by Hodgkin and Huxley in their seminal work of [13], are intended to expose the activation and inactivation processes governing a channel’s behavior. The experiments involve stimulating the channel by changing the membrane potential suddenly and then holding it constant, starting from appropriate initial conditions. As the ion channel reacts by opening, and then closing, the resulting ionic currents...
are recorded. The corresponding conductance time courses characterize the channel’s response to varying the membrane potential.

We simulated VCEs by simulating the detailed models, $\mathcal{M}_{Na}$ and $\mathcal{M}_{K}$, for various values of $V$. In other words, the systems of linear differential equations, $\mathcal{M}_{Na}^{\text{vol}}$ and $\mathcal{M}_{K}^{\text{vol}}$, were simulated for different values of $V_{\text{res}} \leq v \leq V_{\text{max}}$. We used 20,000 uniformly spaced voltage values for $v$, and the corresponding $\mathcal{M}_{Na}^{\text{vol}}$ and $\mathcal{M}_{K}^{\text{vol}}$ were simulated using MATLAB’s ODE45 solver [20], starting from the initial conditions specified in Table 4 of [15]. The initial conditions correspond to the steady state of the models at $v = V_{\text{res}}$. This is exactly the initially conditions used by Hodgkin and Huxley in [13]. The resulting conductance time courses, $O_1(t) + O_2(t)$ for $\mathcal{M}_{Na}^{\text{vol}}$ and $O(t)$ for $\mathcal{M}_{K}^{\text{vol}}$, were recorded until steady state was reached. As per Theorem 3 in Appendix A, for all $v \in [V_{\text{res}}, V_{\text{max}}]$, $\mathcal{M}_{Na}^{\text{vol}}$ and $\mathcal{M}_{K}^{\text{vol}}$ have stable equilibria and therefore steady state is guaranteed. Simulating the models at constant voltage values corresponds to the clamp potentials to which the membrane was excited in [13] to uncover the activation and inactivation process.

2. Parameter Estimation from Finite Traces (PEFT)

PEFT is a procedure that identifies $\mathcal{H}_{Na}^{\text{vol}}$ and $\mathcal{H}_{K}^{\text{vol}}$ models corresponding to $\mathcal{M}_{Na}^{\text{vol}}$ and $\mathcal{M}_{K}^{\text{vol}}$ respectively. The parameters $\alpha_{m}, \beta_{m}, \alpha_{h}, \beta_{h}$ are estimated such that the resulting conductance time courses, produced by $\mathcal{H}_{Na}^{\text{vol}}$ and $\mathcal{H}_{K}^{\text{vol}}$, match the conductance time courses observed in the voltage clamp simulations for $\mathcal{M}_{Na}^{\text{vol}}$ and $\mathcal{M}_{K}^{\text{vol}}$ respectively.

In our implementation, we fit $\mathcal{M}_{Na}^{\text{vol}}$’s conductance time series, $O_1(t) + O_2(t)$, to $\mathcal{H}_{Na}^{\text{vol}}$’s $m^3(t)h(t)$. Time series $O(t)$ observed from $\mathcal{M}_{K}^{\text{vol}}$ was fit with $m^4(t)h(t)$ to identify $\mathcal{H}_{Na}^{\text{vol}}$. At constant voltage $v$, the trajectories $m(t)$ and $h(t)$ of $\mathcal{H}_{Na}^{\text{vol}}$ and $\mathcal{H}_{K}^{\text{vol}}$ are given by

$$z(t) = \frac{\alpha_{z}^{v}}{\alpha_{z}^{v} + \beta_{z}^{v}} + \left( z(0) - \frac{\alpha_{z}^{v}}{\alpha_{z}^{v} + \beta_{z}^{v}} \right) \exp \left( - \left( \alpha_{z}^{v} + \beta_{z}^{v} \right) t \right)$$

where $z \in \{m, h\}$ and $x \in \{Na, K\}$. The fitting was performed using MATLAB’s curve fitting utility cftool [21] for each voltage value $v$ used in the voltage clamp simulations. Two aspects of our implementation deserve further elaboration:

- **Choosing $m(0)$ and $h(0)$** - The initial conditions were chosen such that for $\mathcal{H}_{Na}^{\text{vol}}$, $m(0)^3h(0)$ and for $\mathcal{H}_{K}^{\text{vol}}$, $m(0)^4h(0)$ was approximately equal to $O_{V_{\text{res}}}$, the steady state conductances of $\mathcal{M}_{Na}^{\text{V_{res}}}$.
and $M_{K}^{v_{res}}$ respectively. As per convention, we also ensured that $m(0) \approx 0$ and $h(0) \approx 1$ for both the models. We chose $m(0) = 0.0027, h(0) = 0.95$ for $H_{Na}^{v}$; $m(0) = 0.00138, h(0) = 0.98$ for $H_{Na}^{v}$. 

- **Providing seed-values** - For each voltage-value $v$, `cftool` needs seed values of $\alpha_{x}^{v}$, $\beta_{x}^{v}$, $x \in \{m, h\}$, to start optimizing over the parameter space. The parameters estimated for the $i$th voltage $v_i$ were used as seed-values for $v_{i+1}$. For $i = 0$, when $v = v_{res}$, the parameters were calculated by trial and error.

3. **Rate Function Identification (RFI)**

RFI is a procedure that fits the parameter values, $\alpha_{m}^{v}$, $\beta_{m}^{v}$, $\alpha_{h}^{v}$ and $\beta_{h}^{v}$, as functions of voltage to produce the parameter functions $\alpha_{m}(V)$, $\beta_{m}(V)$, $\alpha_{h}(V)$ and $\beta_{h}(V)$. We fit exponential functions using `cftool` [21]. The parameter functions defining $H_{Na}$ and $H_{K}$ are as follows.

**Rate functions that define $H_{Na}$:**

\[
\begin{align*}
\alpha_{m}(V) &= \begin{cases} 
13.63 - \frac{14.3}{1+\exp(0.061V+1.72)} & V \leq 19.98 \\
20.76 - \frac{7.89}{1+\exp(464.1V-13920)} & V > 19.98 
\end{cases} \\
\beta_{m}(V) &= \begin{cases} 
9.925 & V \leq -65 \\
4.7 - \frac{2.58}{1+\exp(0.61V+38.19)} & -65 < V \leq 5.8 \\
12.24 - \frac{7.77}{1+\exp(1877V-56314)} & V > 5.8 
\end{cases} \\
\alpha_{h}(V) &= \frac{1}{1+\exp(269.8V+17720)} \\
\beta_{h}(V) &= 10.1 - \frac{10}{1+\exp(0.0579V+0.71)}
\end{align*}
\]

**Rate functions that define $H_{K}$:**

\[
\begin{align*}
\alpha_{m}(V) &= \begin{cases} 
0.45\exp(0.026V) & V \leq 24.5 \\
0.85 - \frac{0.048}{1+\exp(-0.2V+9.5)} & V > 24.5 
\end{cases} \\
\beta_{m}(V) &= \begin{cases} 
0.029\exp(0.065V) & V \leq 24.5 \\
0.1839 - \frac{0.05}{1+\exp(0.19V-9.32)} & V > 24.5 
\end{cases} \\
\alpha_{h}(V) &= 0.0015 - \frac{0.0014}{1+\exp(0.027V-2.54)} \\
\beta_{h}(V) &= \begin{cases} 
0.12 - \frac{0.06}{1+\exp(-0.054V+2.62)} & V \leq 24.5 \\
0.109 + \frac{0.015}{1+\exp(-0.033V+10.83)} & V > 24.5 
\end{cases}
\end{align*}
\]
Adapting the Abstraction Process to Arbitrary Observable Functions of $\mathcal{M}_{Na}$ and $\mathcal{M}_{K}$: The two-step abstraction process, consisting of PEFT and RFI, assumed that the conductance of the detailed models was the observable function for them. In other words, $O_1(V,t) + O_2(V,t)$ for $\mathcal{M}_{Na}$, and $O(V,t)$ for $\mathcal{M}_{K}$ mapped a state of the corresponding model to its output. The abstraction methodology described above is not restricted by these observable functions and can be adapted to arbitrary functions that map a state to its output.

Suppose we are given a stochastic (detailed) ion channel model $\mathcal{M}$, with a function that maps the state occupancy probability vector to a real-valued output. The goal is to reduce it to an HH-type abstraction, $\mathcal{H}$, that has a degree of activation $\lambda$ and 1 as the degree of inactivation. We provide details for modifying PEFT, such that the resulting set of constant-voltage $\mathcal{H}^v$ systems are behaviorally equivalent to constant-voltage versions, $\mathcal{M}^v$, of the detailed model.

The first step is to establish a mapping between the states of $\mathcal{M}$ and a $2(\lambda + 1)$-state stochastic model corresponding to the HH-type model, denoted by $\mathcal{H}_{stoch}$. We will label the states of $\mathcal{H}_{stoch}$ as $x_{ij}$, and denote the corresponding occupancy probability by $p_{ij}$ where $i = 0, \ldots, \lambda$ and $j = 0, 1$. The model $\mathcal{H}_{stoch}$ interprets the degrees of activation and inactivation as the number of independent activating and inactivating subunits of the channel. In our case, the state $x_{ij}$ corresponds to the conformation of the channel where $i$ activating and $j$ inactivating subunits are in an “open” state that allow ion flow. Fig. 6 shows the model $\mathcal{H}_{stoch}$ corresponding to an HH-type model with $\lambda = 3$ and a degree of inactivation of 1. In the model, the state $x_{21}$ corresponds to the a conformation where the inactivating subunit and two of the activating subunits are open. The inactivating subunit can close at a rate of $\beta_h(V)$ and change the conformation to $x_{20}$. The remaining activating subunit can open at the rate of $\alpha_m(V)$ to change the state to $x_{31}$. In this conformation, all the three activating subunits and the inactivating subunit are open. Thus, this state corresponds to the conformation of the channel which allows ion flow. From the state $x_{21}$, any of the two independent activating subunits could close at a rate of $2\beta_m(V)$ to change the state to $x_{11}$. Once we have mapped the states of the given stochastic model to the states of $\mathcal{H}_{stoch}$, PEFT can be modified to identify $\mathcal{H}_{stoch}^v$ systems that can match the behavioral traces observed from $\mathcal{M}^v$.

The two-state HH-type model forms an invariant manifold [17] of $\mathcal{H}_{stoch}$. The occupancy probability of the state $x_{ij}$ is given by $m_i h_j$. This correspon-
Invariant manifolds can be used to map the states of a $2(\lambda + 1)$-state stochastic model to an HH-type model with a degree of activation $\lambda$ and degree of inactivation 1 ($\lambda = 3$ in the example). This mapping helps us map a state vector of $\mathcal{H}_{\text{stoch}}$ to a state of the HH-type model (the vector $[m, h]^T$). Note that this mapping is exact and provides an output function that can be matched to the output function of $\mathcal{M}$. Suppose the output function maps states of $\mathcal{M}$ corresponding to the states $x_{11}$ and $x_{31}$ under the established mapping. Then the output function of $\mathcal{H}$ will take as arguments $mh$ and $m^3h$. PEFT can be used to minimize divergence of this new observation function to identify $\mathcal{H}^v$ systems.

4. Results

The component models, $\mathcal{M}_{Na}$ and $\mathcal{M}_{K}$, were substituted by their respective HH-type abstractions $\mathcal{H}_{Na}$ and $\mathcal{H}_{K}$ within the whole-cell IMW model. The substitutions were done in three combinations: 1) substitution of $\mathcal{M}_{Na}$ only, 2) substitution of $\mathcal{M}_{K}$ only, and 3) substitution of both $\mathcal{M}_{Na}$ and $\mathcal{M}_{K}$. The modified IMW models were simulated in FORTRAN in all three cases with an integration time step of 0.001 ms. Both supra- and sub-threshold stimuli, lasting 0.5 ms, were used to excite the cardiac cell. Supra-threshold stimuli used were: $S1 = -100$ pA/pF, and $S2 = -120$ pA/pF. Sub-threshold stimuli employed were: $S3 = -10$ pA/pF, and $S4 = -20$ pA/pF.

Fig. 7 provides empirical evidence of the modified whole cell models being behaviorally equivalent to the original models. The model retains both
Figure 7: Comparison of the original and the modified IMW models when $M_{Na}$ and $M_{K}$ are substituted by $H_{Na}$ and $H_{K}$ respectively. Subfigures (a)-(c) are obtained for the S1 stimulus, (d)-(f) for the S2 stimulus, (g) for the S3 stimulus and (h) for the S4 stimulus. S1 and S2 are supra-threshold stimuli and lead to an AP, whereas S3 and S4 being subthreshold stimuli fail to produce the AP.
<table>
<thead>
<tr>
<th>S</th>
<th>V (mV)</th>
<th>$I_{Na}$ (pA/pF)</th>
<th>$I_{K}$ (pA/pF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Na</td>
<td>K</td>
<td>Both</td>
</tr>
<tr>
<td></td>
<td>Only</td>
<td>Only</td>
<td>Both</td>
</tr>
<tr>
<td>S1</td>
<td>7.73×10^{-4}</td>
<td>1.4×10^{-3}</td>
<td>1.6×10^{-3}</td>
</tr>
<tr>
<td>S2</td>
<td>7.3×10^{-4}</td>
<td>1.4×10^{-3}</td>
<td>1.5×10^{-3}</td>
</tr>
<tr>
<td>S3</td>
<td>1.61×10^{-5}</td>
<td>1.1×10^{-3}</td>
<td>1.1×10^{-3}</td>
</tr>
<tr>
<td>S4</td>
<td>1.39×10^{-4}</td>
<td>1.2×10^{-3}</td>
<td>1.3×10^{-3}</td>
</tr>
</tbody>
</table>

Table 3: Mean L2 errors incurred in the simulations after substituting $M_{Na}$ by $H_{Na}$ and $M_{K}$ by $H_{K}$ in the IMW model. The first column, S, stands for the stimulus used to excite the cell at the beginning of the simulation. Only the voltage errors were recorded for the sub-threshold stimuli S3 and S4 as the currents were negligible.

Proposed in [10], the concept of approximate bisimulation enables us to formalize the equivalence of $M_{Na}$ and $M_{K}$ to $H_{Na}$ and $H_{K}$ respectively using approximate bisimulation.

5. Approximate Bisimulation Equivalence of $M_I$ and $M_H$

In this section, we formalize the equivalence of the the detailed ion channel models, $M_{Na}$ and $M_{K}$, and their HH-type abstractions, $H_{Na}$ and $H_{K}$. Approximate bisimulation is stronger than approximate behavioral equivalence in that it allows for compositional reasoning. We will use the following two dynamical systems to define approximate bisimulation in a way similar to [9]:

$$\Delta_i : \begin{cases} 
\dot{x}_i(t) = f_i(x_i(t), u_i(t)) \\
\dot{y}_i(t) = g_i(x_i(t)) 
\end{cases}, i = 1, 2. \quad (11)$$

with the state vectors $x_i \in \mathbb{R}^{n_i}$, the input vectors $u_i \in \mathbb{R}^{m}$ and the output vectors $y_i \in \mathbb{R}^{p}$. We assume that the dynamics are given by Lipschitz-
continuous functions $f_i : \mathbb{R}^{n_i} \times \mathbb{R}^{n_i} \to \mathbb{R}^{n_i}, i = 1, 2$. We use $X_i^0 \subseteq \mathbb{R}^{n_i}, i = 1, 2,$ to denote the set of initial conditions for the two dynamical systems.

In our case, the ion channel models $M_{Na}$ and $M_{K}$ are dynamical systems with 13 and 10-dimensional state vectors, $p \in \mathbb{R}^{13}_{\geq 0}$ and $q \in \mathbb{R}^{10}_{\geq 0}$, respectively. The dynamics of $p$ and $q$, corresponding to $f(,..)$ in Eq. (11), are given by Eqs. (6) and (9) respectively. Both models receive voltage, a 1-dimensional input and produce conductance, a 1-dimensional output. The output functions are $g_{Na}(p) = O_1 + O_2$ and $g_{Na}(q) = O$ as per Definitions 2 and 3. Table 4 of [15] provides the initial conditions for the two models. Both models have a single initial condition.

The HH-type abstractions, $\mathcal{H}_{Na}$ and $\mathcal{H}_{K}$, on the other hand have 2-dimensional state vectors, $[m_{Na}, h_{Na}]^T$ and $[m_{K}, h_{K}]^T$ respectively. The dynamics are as per Definition 1. The rate functions defining the two models were identified in the RFI step and are given in Section 3. Voltage, the input, and conductance, the output, are both 1-dimensional. The output function, as per Definition 1 is $m_{i}^{\lambda} h_i, i \in \{Na, K\}$, where $\lambda = 3$ for $\mathcal{H}_{Na}$ and $\lambda = 4$ for $\mathcal{H}_{K}$. In Section 3, PEFT identified the singleton initial conditions for them.

**Definition 4.** The two dynamical systems defined in Eq. (11) are said to be approximately bisimilar with precision $\delta$, denoted by $\Delta_1 \approx_\delta \Delta_2$, if there exists a relation $B_\delta \subseteq \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ such that:

1. For every $x_1 \in X_1^0$, there exists $x_2 \in X_2^0$ such that $(x_1, x_2) \in B_\delta$.

2. For every $(x_1, x_2) \in B_\delta$, $d(y_1, y_2) \leq \delta$, where $y_1$ and $y_2$ are the corresponding outputs and $d$ is a metric distance defined on $\mathbb{R}^p$.

3. For every $(x_1, x_2) \in B_\delta$, for all $T > 0$,
   
   (a) If on the input signal $u(t)$, $\Delta_1$ produces the trajectory $x_1(t)$, where $x_1(0) = x_1$, then $\Delta_2$ evolves as per the trajectory $x_2(t)$, where $x_2(0) = x_2$, such that $(x_1(t), x_2(t)) \in B_\delta$ for all $t \in [0, T]$.

   (b) If on the input signal $u(t)$, $\Delta_2$ produces the trajectory $x_2(t)$, where $x_2(0) = x_2$, then $\Delta_1$ evolves as per the trajectory $x_1(t)$, where $x_1(0) = x_1$, such that $(x_1(t), x_2(t)) \in B_\delta$ for all $t \in [0, T]$.

It should be noted that Definition 4 also applies when $\Delta_1$ and $\Delta_2$ are autonomous systems, i.e. they do not evolve according to an explicit input signal. In that case, the input signal can be considered as time. $B_\delta$, which is
used to denote the approximate bisimulation relation, contains corresponding states from trajectories of the two systems. These trajectories must be initialized from states related by $B_\delta$. The constant voltage versions of the ion channel models, $M_{Na}^v$ and $M_{K}^v$, and their corresponding HH-type abstractions, $H_{Na}^v$ and $H_{K}^v$, are examples of autonomous dynamical systems. For all voltage values, the initial conditions of $M_{Na}^v$ and $M_{K}^v$ are the same as that of $M_{Na}$ and $M_{K}$ respectively. Similarly, for all voltage values, the initial conditions of $H_{Na}^v$ and $H_{K}^v$ are the same as that of $H_{Na}$ and $H_{K}$ respectively. Next, we state a lemma that leads to the approximate bisimilarity of the constant-voltage abstractions, $H_{Na}^v$ and $H_{K}^v$, and their corresponding detailed models $M_{Na}^v$ and $M_{K}^v$.

**Lemma 1.** Consider the voltage values $v \in [V_{res}, V_{max}]$ that were used to simulate and fit the trajectories of, $M_{Na}^v$ and $M_{K}^v$ in PEFT. The corresponding HH-type abstractions $H_{Na}^v$ and $H_{K}^v$ are approximately bisimilar to the detailed models, i.e. $M_{Na}^v \cong_{\delta_{Na}} H_{Na}^v$ and $M_{K}^v \cong_{\delta_{K}} H_{K}^v$. The errors $\delta_{Na}$ and $\delta_{K}$ are the maximum errors incurred by the PEFT procedure while fitting the trajectories of $M_{Na}^v$ and $M_{K}^v$ respectively.

**Proof.** Theorem 3 in Appendix A proves that for all the voltage values $v \in [V_{res}, V_{max}]$, the corresponding $M_{Na}^v$ and $M_{K}^v$ have stable equilibria. The fitting performed by PEFT ensures that the corresponding HH-type abstractions $H_{Na}^v$ and $H_{K}^v$ also reach their steady state.

Let $\delta_{Na}^v$ and $\delta_{K}^v$ be the maximum error incurred by cftool while fitting the trajectories of $M_{Na}^v$ and $M_{K}^v$, respectively. The approximate bisimulation relation $B_{\delta_{Na}}^v$ relates the corresponding states on the unique trajectories of the two systems. Two states on the two trajectories are related if they are reached from their respectively initial conditions in the same time.

We are guaranteed that the errors in the observations will not deviate more than $\delta_{Na}^v$ and $\delta_{K}^v$ as the respective pairs of systems reach their steady state, thus ensuring $M_{Na}^v \cong_{\delta_{Na}} H_{Na}^v$ and $M_{K}^v \cong_{\delta_{K}} H_{K}^v$. □

**Theorem 2.** Let $\mathcal{V}$ be the set of input signals, denoted by $V(t)$, such that $V(0) = V_{res}$ and the signals reach the resting potential, $V_{res}$, infinitely often. If the type of input signals are restricted to $\mathcal{V}$, then $M_{Na}^v \cong_{\delta_{Na}} H_{Na}^v$ and $M_{K}^v \cong_{\delta_{K}} H_{K}^v$, where $\delta_{Na}^v = 6 \times 10^{-3}$ and $\delta_{K}^v = 0.15$.

**Proof.** Consider the input signal $V(t) \in \mathcal{V}$. As this input signal is provided to $M_{Na}^v$ and $H_{Na}^v$, we will compare the resulting trajectories $p(t)$ and
\[ [m_{Na}(t), h_{Na}(t)]^T. \] A similar treatment will be given to the trajectories, \( \mathbf{q}(t) \) and \( [m_K(t), h_K(t)]^T, \) of \( \mathcal{M}_K \) and \( \mathcal{H}_K \) respectively.

Consider the time interval \([t, t + \delta t]\). In the limit \( \delta t \to 0 \), we can consider the input \( V(t) = v \) for \( t \in [t, t + \delta t] \). The evolution of \( \mathcal{M}_{Na} \) and \( \mathcal{H}_{Na} \) in the interval \([t, t + \delta t]\) can be approximated by the evolution of the constant voltage dynamical systems \( \mathcal{M}_{Na}^v \) and \( \mathcal{H}_{Na}^v \) respectively.

For every voltage value \( v \) that the input signal \( V(t) \) can take over the interval \([t, t + \delta t]\), there will be a value \( v^* \in [V_{res}, V_{max}] \), which is closest to it among the voltage values used to simulate \( \mathcal{M}_{Na}^v \) during PEFT. Thus, the divergence between the trajectories of \( \mathcal{M}_{Na}^v \) and \( \mathcal{H}_{Na}^v \) in the interval \([t, t + \delta t]\) can be broken down into three components:

- Divergence between \( \mathcal{M}_{Na}^v \) and \( \mathcal{M}_{Na}^v \)
- Divergence between \( \mathcal{M}_{Na}^v \) and \( \mathcal{H}_{Na}^v \)
- Divergence between \( \mathcal{H}_{Na}^v \) and \( \mathcal{H}_{Na}^v \)

As per Lemma 1, \( \mathcal{M}_{Na}^v \approx \delta_{Na}^v \mathcal{H}_{Na}^v \). This ensures that the divergence between \( \mathcal{M}_{Na}^v \) and \( \mathcal{H}_{Na}^v \) is bounded by \( \delta_{Na}^v \).

The divergence between \([m_{Na}^v(t), h_{Na}^v(t)]^T\), the trajectory of \( \mathcal{H}_{Na}^v \), and \([m_{Na}(t), h_{Na}(t)]^T\), the trajectory of \( \mathcal{H}_{Na} \), can be bound using sensitivity analysis. We bound the sensitivity of the solutions \( m_{Na}(t) \) and \( h_{Na}(t) \) to a change in voltage from \( v \) to \( v^* \). The sensitivity is bounded by taking the partial derivative of the solution in Eq. (4) with respect to the voltage \( V \). Using chain rule we have,

\[
\frac{\partial m}{\partial V} = \frac{\partial m}{\partial m_{\infty}} \cdot \frac{\partial m_{\infty}}{\partial V} + \frac{\partial m}{\partial \tau_m} \cdot \frac{\partial \tau_m}{\partial V}, \quad \frac{\partial h}{\partial V} = \frac{\partial h}{\partial h_{\infty}} \cdot \frac{\partial h_{\infty}}{\partial V} + \frac{\partial h}{\partial \tau_h} \cdot \frac{\partial \tau_h}{\partial V}
\]

The maximum change in voltage, i.e. the difference between \( v^* \) and \( v \), is given by the granularity of voltage values that were used in PEFT. When 20000 uniformly spaced values are taken in \([V_{res}, V_{max}]\), \( \max(|v-v^*|) \approx 0.007 \). For \( \mathcal{H}_{Na} \), \( \frac{\partial m_{\infty}}{\partial V} \leq 0.001 \), \( \frac{\partial m_{\tau_m}}{\partial V} \leq 0.0015 \), \( \frac{\partial h_{\infty}}{\partial V} \approx 0.0001 \) and \( \frac{\partial h_{\tau_h}}{\partial V} \leq 0.0014 \). For \( \mathcal{H}_{K} \), \( \frac{\partial m_{\infty}}{\partial V} \leq 4.84 \times 10^{-5} \), \( \frac{\partial m_{\tau_m}}{\partial V} \leq 6.73 \times 10^{-5} \), \( \frac{\partial h_{\infty}}{\partial V} \approx 2.79 \times 10^{-9} \) and \( \frac{\partial h_{\tau_h}}{\partial V} \leq 2.3 \times 10^{-6} \).

Performing a similar analysis for bounding the divergence between \( \mathcal{M}_{Na}^v \) and \( \mathcal{M}_{Na}^v \) is slightly more complicated. The solutions of the two 13 × 13 systems depends the matrix exponentials \( e^{A(v)} \) and \( e^{A(v^*)} \), where \( A \) is the rate matrix defined in Definition 2. The matrix exponentials are determined by the spectrum (eigenvalues) of \( A \). Thus the sensitivity of the solutions of
\( \mathcal{M}_{Na}^v \) and \( \mathcal{M}_{Na}^{v^*} \) can be bound by bounding the change in the spectrum of \( A \) due to a change in voltage from \( v \) to \( v^* \). Bauer-Fike theorem [2] can be used to bound the perturbation in the spectrum. The maximum change in the eigenvalue is bound by a factor of \( \max(|v-v^*|) \approx 0.007 \).

Combining the three components of errors, we get \( \delta_{Na} = 6 \times 10^{-3} \). Note that this is a conservative bound and is much more than the empirical evidence shown in Section 4. A similar analysis can be performed to bound the divergence of \( \mathcal{M}_K \) and \( \mathcal{H}_K \), to get \( \delta_K = 0.15 \). \( \square \)

6. Conclusions and Future Work

We constructed two-state HH-type models, \( \mathcal{H}_{Na} \) and \( \mathcal{H}_K \), that can replace the corresponding detailed ion channel models, \( \mathcal{M}_{Na} \) (13-state) and \( \mathcal{M}_K \) (10-state) respectively, within the IMW model. Our ongoing work involves adapting the PEFT procedure to make the abstractions more robust to different types of input stimuli.

The reduction was formalized by proving the abstract and the concrete models to be approximately bisimilar. This notion of system equivalence can be used for compositional reasoning. We are working on computing Lyapunov functions that characterize input-to-state stability of the detailed and abstract models. These functions will then be used to prove that the alternate models can be composed with the rest of the IMW model.

In the future, we plan to use the towers of abstraction constructed from the strategy outlined in the paper, for insightful analysis of cardiac models.
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Appendix A. Stability properties of voltage-controlled CTMCs for Ion Channels

In this section, we use compartmental systems theory [25] to state and prove stability properties of the constant-voltage ion channel models $M_{Na}^v$ and $M_{K}^v$. This in turn justifies the simulation strategy used in PEFT, i.e. finite-length simulations of $M_{Na}^v$ and $M_{K}^v$ are sufficient to obtain the approximately bisimilar HH-type abstractions $H_{Na}^v$ and $H_{K}^v$.

**Theorem 3.** Let $A_x(v)$, be the rate matrix of the corresponding dynamical system $M_x$, $x \in \{Na, K\}$, as per Definitions 2 and 3. For all the values of the bounded input $v \in [V_{res}, V_{max}]$, $A_x(v)$ has exactly one eigenvalue that is 0 and the real part of all the other eigenvalues is negative.

**Proof.** First, we will prove a lemma showing that the rate matrices $A_x(v)$ are compartmental matrices for $v \in [V_{min}, V_{max}]$.

**Lemma 4.** The rate matrix $A_x(v)$ is a compartmental matrix for $v \in [V_{min}, V_{max}]$.

**Proof.** A square matrix $M \in \mathbb{R}^{n \times n}$ is called a compartmental system if it satisfies the following properties:

1. All the non-diagonal entries are greater than or equal to 0, i.e $M_{ij} \geq 0$ for $i = 1, \ldots, n, j = 1, \ldots, n, i \neq j$.

2. Sum of the entries along all the columns is less than or equal to 0, i.e. $\sum_{i=1}^{n} M_{ij} \leq 0$, $j = 1, \ldots, n$.

The $M_{ij}$ entry of the matrix is interpreted as the rate of flow of mass from the $j^{th}$ compartment to the $i^{th}$ compartment, $i \neq j$. The diagonal entry $M_{ii}$ is the total rate of outflow from the $i^{th}$ compartment.

For the rate matrices $A_x(v)$, the first property is satisfied as the non-diagonal entries on the $i^{th}$ row of $A_x(v)$ represent incoming transfer rates for state $i$. These rates are positive as they are exponential functions of the input $v$. For $M_{Na}^v$ and $M_{K}^v$, these functions are listed in Tables 1 and 2 respectively.

Consider the $j^{th}$ column of $A_x(v)$. The entry $A_{x,ij}$, $i \neq j$ denotes the transfer rate from state $j$ to state $i$. The diagonal entry of this column $A_{x,jj}$ is the negated sum of all the outgoing rates from state $j$. Thus, the sum of every column is 0.

$\square$
Lemma 5. The rate matrix $A_x(v)$ is irreducible for $v \in [V_{min}, V_{max}]$.

Proof. Irreducibility of $A_x(v)$ can be proved using a graph-theoretic argument. We construct a directed graph $G_x^v(W,E)$, where the set of vertices $W$ corresponds to the states of $M_x$. The set of edges $E$ is constructed as follows.

An edge, $e_{ij}$, from vertex $i$ to vertex $j$, $i,j = 1,\ldots,n$ exists if $A_{x,ij}(v) \neq 0$.

From linear algebra, we know that the matrix $A_x(v)$ is irreducible if and only if $G_x^v(W,E)$ is connected, i.e. there is a path between every pair of vertices.

If there is an edge from state $i$ to state $j$ of $M_x$, then the transfer rate $A_{x,ij}(v)$ does not become 0 for any value of $v$ as it is an exponential function of $v$.

Also, for a given value of $v \in [V_{min}, V_{max}]$, the corresponding graph $G_x^v$ always remains connected. Thus $A_x(v)$ is irreducible for all $v \in [V_{min}, V_{max}]$. □

Now we introduce the concept of a trap of a compartmental system. A trap is a compartment or a set of compartments from which there are no transfers or flows to the environment nor to the compartments that are not in that set. A formal definition is as follows. Let $S$ be a linear compartmental system consisting of compartments $C_1, C_2, \ldots, C_n$. Let $T \subseteq S$, be a subset of the compartments. We number the compartments such that $T$ consists of the compartments $C_m, C_{m+1}, \ldots, C_n$ for $m \leq n$. Let $F \in \mathbb{R}^{n \times n}$ be the rate matrix consistent with the new numbering. The subset $T$ is a trap if and only if $F_{ij} = 0$ for $(i,j)$ such that $j = m, m+1, \ldots, n$ and $i = 0, 1, \ldots, m-1$. A trap is said to be simple if it does not strictly contain any traps.

Lemma 6. The only trap in $A_x(v)$ is the set of all states.

Proof. As $A_x(v)$ is irreducible, as per Lemma 5, flow between any pair of compartments is nonzero. Thus the only trap is the set of all compartments, □

The proof of the Theorem 3 now follows from Theorems 2.2.4 and 2.2.6 of [25]. Prerequisite conditions have been proved in Lemmas 5 and 6. □

A corollary of Theorem 3 is that for all values of the input $V \in [V_{min}, V_{max}]$ the constant voltage autonomous dynamical systems $M_{Na}$ and $M_K$ have stable equilibria. A 0 eigenvalue does not make $A_{Na}(v)$ and $A_K(v)$ Hurwitz, and thus does not lead to asymptotic stability of the equilibria.
Appendix B. List of Abbreviations

DEM Differential Equation Model
IMW Iyer, Mazhari and Winslow
MM Minimal Model
AP Action Potential
HH Hodgkin-Huxley
VCE Voltage Clamp Experiment
CTMC Continuous Time Markov Chain
PEFT Parameter Estimation from Finite Traces
RFI Rate Function Identification

Appendix C.

Nomenclature

\( \alpha_h(V) \) The rate of opening of an inactivating (h-type) subunit in an HH-type model.

\( \alpha_m(V) \) The rate of opening of an activating (m-type) subunit in an HH-type model.

\( \beta_h(V) \) The rate of closing of an inactivating (h-type) subunit in an HH-type model.

\( \beta_m(V) \) The rate of closing of an activating (m-type) subunit in an HH-type model.

\( \lambda \) The degree of activation in an HH-type model, 3 for \( \mathcal{H}_{Na} \) and 4 for \( \mathcal{H}_K \).

\( \mathcal{H} \) The HH model for Squid neurons.

\( \mathcal{H}_K \) The 2-state HH-type abstraction identified for \( \mathcal{M}_K \) using PEFT and RFI.
\(\mathcal{H}_K^v\) The constant-voltage version of \(\mathcal{H}_K\), where \(V = v\).

\(\mathcal{H}_{Na}\) The 2-state HH-type abstraction identified for \(\mathcal{M}_{Na}\) using PEFT and RFI.

\(\mathcal{H}_{Na}^v\) The constant-voltage version of \(\mathcal{H}_{Na}\), where \(V = v\).

\(\mathcal{M}_K\) The 10-state voltage-controlled CTMC for the sodium current \(I_{Kv4.3}\).

\(\mathcal{M}_K^v\) The constant-voltage version of \(\mathcal{M}_K\), where \(V = v\).

\(\mathcal{M}_{Na}\) The 13-state voltage-controlled CTMC for the sodium current \(I_{Na}\).

\(\mathcal{M}_{Na}^v\) The constant-voltage version of \(\mathcal{M}_{Na}\), where \(V = v\).

\(g_{Na}\) Maximum conductance of the sodium channel.

\(h\) Variable used in HH-type models for measuring the extent of inactivation.

\(I_{Kv4.3}\) The potassium current, component of the \(I_{to1}\) current, and modeled using the voltage-controlled CTMC \(\mathcal{M}_K\) in the IMW model.

\(I_{Na}\) Sodium current, modeled using the voltage-controlled CTMC \(\mathcal{M}_{Na}\) in the IMW model.

\(m\) Variable used in HH-type models for measuring the extent of activation.

\(O_H\) Conductance of the HH-type channel, given by \(\{m(V, t)\}^\lambda h(V, t)\).

\(O_K\) The conductance (observable output) of \(\mathcal{M}_K\), given by \(O_K = O\), the occupancy probability of the state labeled \(O\).

\(O_{Na}\) The conductance (observable output) of \(\mathcal{M}_{Na}\), given by \(O_{Na} = O_1 + O_2\), the occupancy probabilities of the states labeled \(O_1\) and \(O_2\).

\(V\) Transmembrane potential of a cardiac myocyte.

\(V_{max}\) The maximum potential reached by cardiac myocytes during an AP.

\(V_{Na}\) Nernst potential for sodium.

\(V_{res}\) The resting potential for cardiac myocytes.
$A_K$  The $10 \times 10$ rate matrix for $\mathcal{M}_K$.

$A_{Na}$  The $13 \times 13$ rate matrix for $\mathcal{M}_{Na}$. 
Summary of changes made in the revised version

1. The Background section, which introduces the ionic channel models, has been simplified. The right-inlay of Figure 2 no longer shows the comparison of the sodium current and other currents during the upstroke phase. Also, the notation has been simplified for better readability.

2. The Results section now includes a table summarizing the empirical evidence of the substitutivity of the detailed and abstract ion channel components within the whole-cell IMW model.

3. In Section 5, the section on approximate bisimulation, we no longer represent the ion channel models as labeled transition systems, as done in the previous version. Approximate bisimulation (Definition 4) is defined directly on dynamical systems. Consequently, the notation has been considerably simplified.

4. The proof of approximate bisimulation does not use discrete-time arguments, as done previously. We consider the time interval \([t, t + \delta t]\) and prove bisimilarity as \(\delta t \to 0\).

5. The lemmas and theorems pertaining to the stability properties of the detailed ion channel models have been moved from Section 5 to Appendix A.

6. Our abstraction technique, consisting of a two-level fitting process, can be adapted to handle the case where arbitrary functions map states of the detailed ion channel models to their outputs. A detailed discussion of this point has been added to the end of Section 3, the methodology section.

7. We have included a list of abbreviations in Appendix B.

8. A list of model variables and parameters can be found in Appendix C.

9. We now specify the domain of the variables as part of the model definition.

10. The abbreviations in the Introduction that were not subsequently used have been removed.

11. Sections 2 (Background), 3 (the parameter-fitting process), 4 (Results) and 5 (approximate bisimulation) have been completely rewritten.